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Convincing People to Brush

• Within 10 years 
> 50% people 
brushing in US



Convincing People to Brush

Charles Duhigg, The Power of Habit



Feedback with Quick Affirmation

Charles Duhigg, The Power of Habit



• Habits form due to 
positive feedback 
loop

• Key to have
– Cue

– Routine

– Reward

– Craving



Thinking Fast vs. Slow

2 x 5 = ?
Capital of 
France?

9 x 27 = ? 
Capital of 
Estonia?



What is Natural?

• Brain has fast mode 
and slow mode

• When something is 
natural, reaction 
from fast brain

• Instinctive, without 
deliberation, and 
feels natural



No Technology is Inherently Natural

• Speech and writing require years of learning

• Community and society learn to adapt 
technology

• Natural user experience requires adapting 
what’s already learned

• New learning require strong enough rewards 
and smooth ramp up 
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Factors for Success

• Reliability



Xuedong Huang,  Li Deng, CACM 2004

Collect
Call

DictationLV Call Center
Automation

Commercial
Deployments
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Bell Labs Voice Call Transactions

• VRCP (Voice Recognition Call 

Processing)

- 1 B calls per year (1992)

• Voice Prompter

- 900 M calls/year (1992)

• SDN/NRA

- 250 M calls/year (1996)

• Universal Card

- 50 M calls/year (1995)

• MovieFone

- 40 M calls/year (1999)

• Talking Call Waiting

- ~110 M calls/year (2000) 

Total:   2 billion calls/year

Over     

Billion Served

Chin-Hui Lee



VRCP: Task Description

• First major deployment of voice-enabled telecom services

• Recognition of five call types to charge phone calls
– Collect, calling card, person-to-person, third number, and operator

– Fully automation of all follow-up services

– Key phrases are often embedded in callers’ requests

• Initial field trial in Haywood, CA for data collection
– Only 75% accuracy which was much below expectation

– 95% is the minimum accuracy for deployment

– One quarter of the speech examples contain extraneous speech

• A key patent (Lee, Rabiner, and Wilpon) made it possible
– Automatic training of keyword and non-keyword models

– A grammar network allows keywords preceded and followed by 
optional background and non-keyword speech

– 98% accuracy was obtained within 3 months after the initial trial
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VRCP: Fully Deployment

• System development
– Hardware boards were designed to handle the specific task

– System integration into the AT&T network starting in 1992

• System deployment
– Fully deployed in the 48 continental states and still being used

– Known as 0+ service (dialing 0 followed by 10 numbers)

• System Impact
– Handle over 1B call transactions a year (30M+ per day)

– Stand as the most widely used voice-enabled services as of today

– Lead to many successful automated speech applications

• Societal perception
– General public: no noticeable difference

– Union workers: system labeled as an evil empire 
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Factors for Success

• Reliability

• Delivered value

• Frequency of use



A Tale of Two Applications

Brokerage Bank

Check stock quote. Check balance.  Pay bill.

Tens of millions of customers Tens of millions of customers

Larger grammar. More complicated dialog.

Several times a day Once a week



Technology Adoption Lifecycle

Innovator Late MajorityEarly Adopter LaggardsEarly Majority

Chasm

Geoffrey Moore, Crossing the Chasm



http://en.wikipedia.org/wiki/Hype_cycle
The final height of the plateau varies according to whether the technology is broadly 
applicable or benefits only a niche market.

http://en.wikipedia.org/wiki/Hype_cycle


http://en.wikipedia.org/wiki/Hype_cycle
The final height of the plateau varies according to whether the technology is broadly 
applicable or benefits only a niche market.

http://en.wikipedia.org/wiki/Hype_cycle
http://educationstormfront.files.wordpress.com/2012/08/hypechart-20121.gif
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Paths from Research to Product

• Kinect Speech Recognition

• Speech as 1st Class Data Type

• Bridging the Language Barrier



Noise Robustness for Reliability

Before After

http://channel9.msdn.com/events/MIX/MIX11/RES01

http://channel9.msdn.com/events/MIX/MIX11/RES01


FIFA 2K13, Kinect Speech Recognition



Speech Commands in Games

• Madden Football 2013

• NBA 2013

• Skyrim

• Dance Central 3

• Across multiple languages

• Millions of tokens collected from users



Kinect Speech Recognition for UI



Kinect Speech Recognition for UI

• Search for content and apps

• Multimodal

• Challenges:

– Scaling across languages

– Fine tuning grammars and thresholds

– Designing responsive interfaces
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Mission for MSRA Speech Group

• 2000: “Improve computing experience for 
Chinese users using speech technologies, and 
then extend to Asia and beyond.”

• 2003: “Enrich human-computer and human-
human communications with speech 
technologies.”



Speech as 1st Class Data Type

• OneNote Audio Indexing

• Exchange Voicemail Transcription

• MAVIS Audio Indexing



OneNote Audio Indexing

• Introduced in 
OneNote 2007

• Challenges:
– Microphone 

frequently 
unsuitable

– Lack of 
transcription



Exchange Voicemail Transcription

• Introduced 
in Exchange 
2010

• Covers tier 1 
languages



MAVIS (Microsoft Research Audio 
Video Indexing Service)

http://research.microsoft.com/mavis

http://research.microsoft.com/mavis


Date Milestone

Jan 2007 
Project inception

Enable searching of State of Washington Digital Archives 
content digitized as a result of analog tapes going bad. 
Started with 100 hours of their content, they now have over
25,000 hours indexed and searchable on their site.

2008
Move to a cloud 
service 

Given the computational complexity of speech recognition
and the strategy to move to cloud services MAVIS
was move to Azure and became an Azure service.

2008 - 2011
Field trial expansion

MAVIS is used on a trial basis at customer sites in 
Government, Education, Medical and Corporate domains.

Feb 2011 -
Launch of 
ScienceCinema 

US department of energy Office Of Science and Technology
Launches the ScienceCinema site with over 1500 hours of 
Scientific video content to be searchable using MAVIS

April 2012 -
Launch of MAVIS as a 
commercial service

Due to successful deployments and increased demand 
MAVIS is launched as a commercial service through a 
Microsoft partner. 

http://www.osti.gov/sciencecinema/


Recent Progress on MAVIS

• Over 100,000 hours of video indexed to date

• Rapid adoption of new technology: DNN 
deployed in June 2012

– 10 – 20% WER reduction

– 30% faster processing time
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Bridging the Language Barrier

• Engkoo

• Bing Dictionary

• Bing Translator

• Speech to Speech Translation



The Growing Language Gap





Talking Head on Bing Dictionary

 Text-to-Audio-Visual Synthesis

 Computer Assisted Language Learning (CALL)

 More engaging user experience

Lijuan Wang,  et al, "Computerized Audio-Visual Language Learning", IEEE Computer, 2012.



Bing Translator on Windows Phone



Good Market Response

• Over 1 million downloads to date

• Rating of 4+ stars



Follow User Feedback

“This app is amazing. Great for translating text 
using the camera, but the voice translator is 
especially cool, particularly if you don't know 
how a word is spelled.”



Speech to Speech Translation

Speech 

Recognition

Machine 

Translation

Speech Synthesis

Technical 

Challenges

Error Rate Cross-lingual

Personalization 

(un-transcribed)
Domain Variability

Spoken Language Artifacts

End-to-end Quality

Scenario 

Challenges

Data Quality and Training Data More engaging 

TTS

Our Technology Deep Neural

Network (DNN)

Fast Domain 

Adaptation

Fast 

Personalization

Joint Optimization Talking Head

Built-in data collection



Cross-language and Personalized TTS

• Challenge
– use monolingual speech data to train personalized TTS in a 

new language

• Applications
– S2S; Computer Assisted Language Learning (CALL)

• Problems
– Phonetics (segmental) + prosody (supra-segmental)

• Solution
– Same Trajectory Tiling algorithm



Available Speech Data

Reference speaker
read speech (2 hr)

Craig’s public lectures, un-
transcribed (1 hr)

MandarinEnglish



Train Personalized TTS across Language

Vocal Tract Length 
Normalization

Trajectory Tiling

HMM Training 

Warped trajectory 

Tiled Craig’s Mandarin 
sentences

HMM-based TTS

Yao Qian, Frank Soong, and Zhi-jie Yan, "A Unified Trajectory Tiling Approach to 
High Quality Speech Rendering", IEEE Transactions on ASLP, 2012



Vocal Tract Length Normalization (VTLN) 

• Equalize speaker difference by VTLN

• Warp source speaker’s spectrum unto target speaker’s

• Warping function:  Vowel formant frequency mapping

Frequency Warping  



Personalized TTS with Talking Head

Lijuan Wang,  Yao Qian, Frank Soong et al.



Live Speech to Speech Translation
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Opportunities for Research

• Scalability of Model and Data

– Unsupervised training and weakly supervised 
training

– Training data scaling from 100’s to 1000’s of hours

– Scaling across domain and languages



Growth of Data in Research
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Mary Meeker Internet Report



Opportunities for Research

• Scalability of Model and Data

– Unsupervised training and weakly supervised 
training

– Training data scaling from 100’s to 1000’s of hours

– Scaling across domain and languages

• Leverage cross discipline knowledge

– Natural language processing

– Knowledge database



IW84U



Summary

• From research to product

– Shipping is only the first step

– Scaling to large number of users much harder



Developing Habits

CUE REWARD

ROUTINE



Habits of Shipping

Customer Demand Market Feedback

Tech
Transfer



Conclusion

• Habit formation requires reliability and 
rewards

• Takes patience, persistence, perceptiveness

• Exciting opportunities for speech technologies 
in the future!
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